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o Reeb graph-based descriptions are a popular tool for 3D shape
classification and retrieval
o pros: they are computationally efficient
o pros: they provide a concise shape description
o pros: they are flexible because it is possible to store different
shape characteristics/functions but...
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o to learn kernels on a set of Extended Reeb graphs using a
Multiple Kernel Learning (MKL) strategy
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given a surface S and a function f : S — R, the a
of S with respect to f is defined by the equivalence relation “~":
(P,f(P)) ~(Q,f(Q)) iff f(P) = f(Q) and P, Q are in the same
connected component of f~1(f(P)).

2G. Reeb. Sur les points singuliers d'une forme de Pfaff complétement intégrable ou d'une fonction numérique.
Comptes Rendus Hebdomadaires des Séances de I’Académie des Sciences, 222:847-849, 1946
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Motivation

Reeb graph definition

given a surface S and a function f : S — R, the a
of S with respect to f is defined by the equivalence relation “~":
(P,f(P)) ~(Q,f(Q)) iff f(P) = f(Q) and P, Q are in the same
connected component of f~1(f(P)).

R¢ is a simplicial complex of dimension 1, such that:
° of R correspond to the critical points of f

o correspond to the parts of S where the topology of the level
sets doesn't change

2G. Reeb. Sur les points singuliers d'une forme de Pfaff complétement intégrable ou d'une fonction numérique.
Comptes Rendus Hebdomadaires des Séances de I’Académie des Sciences, 222:847-849, 1946
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we may describe S as with a (infinite) collection of Reeb graphs,
one for each function we can define on S
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Moti on

Reeb graphs and 3D object retrieval
¢

several approximations of the Reeb graphs have been adopted for
shape retrieval purposes, among them:

o Multi-resolution Reeb graphs (MRG)®;

bMm. Hilaga, Y. Shinagawa, T. Kohmura, and T. L. Kunii. Topology matching for fully automatic similarity
estimation of 3D shapes. In Proc. of the 28t Conf. on Comp. Graphics and Interactive Techniques, SIGGRAPH’01,
pages 203-212, Los Angeles, CA, August 2001. ACM Press, ACM Press
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several approximations of the Reeb graphs have been adopted for
shape retrieval purposes, among them:

o Multi-resolution Reeb graphs (MRG);
o augmented Multi-resolution Reeb graphs (aMRG)P;

bT. Tung and F. Schmitt. The augmented multiresolution Reeb graph approach for content-based retrieval of 3D
shapes. International Journal of Shape Modeling, 11(1):91-120, 2005
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Reeb graphs and 3D object retrieval

several approximations of the Reeb graphs have been adopted for
shape retrieval purposes, among them:
o Multi-resolution Reeb graphs (MRG);

o augmented Multi-resolution Reeb graphs (aMRG);

o other variations ? ¢ d e

bS. Berretti, A. Del Bimbo, and P. Pala. Description, matching and retrieval by content of 3D objects. In
Proceedings of the 1st international conference on Digital libraries: research and development, DELOS'07, pages
288-297, Berlin, Heidelberg, 2007. Springer-Verlag

€J. Tierny, J.-P. Vandeborre, and M. Daoudi. Partial 3D shape retrieval by Reeb pattern unfolding. Computer
Graphics Forum - Eurographics Association, 28(1):41-55, March 2009

dw. Areevijit and P. Kanongchaiyos. Reeb graph based partial shape retrieval for non-rigid 3D object.
Proceedings of the 10th International Conference on Virtual Reality Continuum and Its Applications in Industry,
VRCAI '11, pages 573-576, New York, NY, USA, 2011. ACM

€P. Li, H. Ma, and A. Ming. Combining topological and view-based features for 3D model retrieval. Multimedia
Tools and Applications, pages 1-27, Jan. 2012
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several approximations of the Reeb graphs have been adopted for
shape retrieval purposes, among them:

o Multi-resolution Reeb graphs (MRG);

o augmented Multi-resolution Reeb graphs (aMRG);

o other variations ;

o Extended Reeb graphs®;

bS. Biasotti, S. Marini, M. Mortara, G. Patané, M. Spagnuolo, and B. Falcidieno. 3D shape matching through
topological structures. Lecture Notes in Computer Science 2886, 194—-203, 2003
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Extended Reeb graph (ERG)

Our approach
15

Results and di:

o the ERG approximates the Reeb graph through a set of
contours
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Extended Reeb graph (ERG)
Kernel-based graph comparison
Our approach Kernel learning

o the ERG approximates the Reeb graph through a set of
contours

o critical areas are recognized instead of points —

@ a region growing process is used to extract the
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Extended Reeb graph (ERG)
Kernel-based graph comparison
Our approach Kernel learning

° and correspond to surface parts

\
/
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Extended Reeb graph (ERG)
Kernel-based graph comparison
Our approach Kernel learning

° and correspond to surface parts

@ node and arc attributes are stored in terms of the spherical
harmonic indices of the shape parts associated to them
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Kernel-based graph comparison

Our approac
Results and disct ns

o given two ERGs G and G’, how to define a dot product (and
therefore a distance) between them?
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Reeb graphs and 3D ob Kernel-based graph comparison

Our approach
Results and discussions

o given two ERGs G and G’, how to define a dot product (and
therefore a distance) between them?

@ our approach: to base the similarity of G and G’ on

@ we use a kernel K¢ on paths:

=Y ) Kc(h,H')P(h|G)P(H|G') and
heH W eH’
P(h|G) is the probability of walking along h on G
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Reeb graphs and 3D ob Kernel-based graph comparison

Our approach
Results and discussions

o given two ERGs G and G’, how to define a dot product (and
therefore a distance) between them?

@ our approach: to base the similarity of G and G’ on

o to compute P(h|G) we replace the set of all paths by the set
of shortest paths of maximal length L.«

K(G,G") =1 [R(H, H') + K(H', H)]

i _ 1
where K(H, H') = hEH/Teaﬁf Kc:(h, '), H set of the
€
shortest paths in G with length < L.
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Reeb graphs and 3D eva Kernel-based graph comparison

Our approach
Results an i sions

o given two ERGs G and G’, how to define a dot product (and
therefore a distance) between them?

@ our approach: to base the similarity of G and G’ on

@ to induce definite positive kernel we approximate K:

A / _ dC(hvhl)2
P Kb~ 3 Kaclhob), Koc = o (—%02)
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Kernel learning

Our approach
15

Results and di:

o for each set of models we have as many kernels as the number
of functions we're considering

o kernels can be combined to enhance the retrieval result
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Our approach Kernel learning
Results and di

o for each set of models we have as many kernels as the number
of functions we're considering

o kernels can be combined to enhance the retrieval result

o we learn a kernel as a of basis kernels K,
M M

K(x,y :Zd Km(x,y), with dm >0, dpn =1, where
m=1

M is the total number of elementary kernels
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Our approac Kernel learning
Results and di ns

o for each set of models we have as many kernels as the number
of functions we're considering

o kernels can be combined to enhance the retrieval result

o we face this single optimization problem with the simpleMKL
algorithm®

€A. Rakotomamonjy, F. Bach, S. Canu, and Y. Grandvalet. SimpleMKL. J. of Machine Learning Research,
9:2491-2521, 2008
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Results and discussions

examples of real functions

llp — Bll2

(Bar)

V. Barra & S. Biasotti Learning Kernels on Extended Reeb Graphs



Experimental settings
Examples on the SHREC'07 dataset
Examples on the SHREC'08 classification dataset

. . Future developments
Results and discussions - ¥

examples of real functions

[lp — B2 de(p, &)
. Z,(e—B)lp—Bl
(Bar) R SR =T

V. Barra & S. Biasotti Learning Kernels on Extended Reeb Graphs



Experimental settings
Examples on the SHREC'07 dataset
Examples on the SHREC'08 classification dataset

. . Future developments
Results and discussions ¥

examples of real functions

llp — Bll2 de(p, &) lla x (p =Bl
_ _ 2pp=B)llp—BI
(Bar) a= 72,; B2 (PCANorm)

V. Barra & S. Biasotti Learning Kernels on Extended Reeb Graphs



Experimental settings
Examples on the SHREC'07 dataset
Examples on the SHREC'08 classification dataset

. . Future developments
Results and discussions ¥

examples of real functions

~ - >ves glvp)

llp — Bll2 de(p. &) lax (p-B)  SrESELE
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examples of real functions

>ves &lv.p)

llp — Bll2 de(p, &) e x (=Bl = Y1
—B —B
(Bar) a= L)HPZH (PCANorm) g geodesic dist. (LAPL1)
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Results and discussions

examples of real functions

[lp — B2 de(p, &)
. Z,(e—B)lp—Bl
(Bar) R SR -
) P3
(LAPL2) (LAPL3)

lla > (p =Bl

(#1)? = (12)?

Experimental settings

Examples on the SHREC'07 dataset

Examples on the SHREC'08 classification dataset
Future developments

>ves &lv.p)

max, e 5 8(V,P) ¥1

(PCANorm) g geodesic dist. (LAPL1)

(¥1)* — (3)? (¥2)? — (v3)?
(MIX1) (MIX2) (MIX3)
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Experimental settings

Examples on the SHREC'07 dataset

Examples on the SHREC'08 classification dataset
Future developments

Results and discussions

the SHREC'079 dataset is made of 20 classes of 20 models each

Weights

nxz
wxa
PCA

Bar

T 3 3  x

PCANom
Geodesicat

weights of the convex combination

dp. Giorgi, S. Biasotti, and L. Paraboschi. Watertight models track. Tech. Report 09, IMATI, Genova, 2007
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Experimental settings
Examples on the SHREC'07 dataset
Examples on the SHREC'08 classification dataset

. . Future developments
Results and discussions P!

the optimal kernel is based on a convex combination of a few
single kernels
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Examples on the SHREC'07 dataset

Results and discussions

specificity (true negative rate)

1 R T

0.9

0.8

Specificity

0.4
0.3|
0.2
PCANorm
0.1] — Geodesic31 -
Bar
leamed T O T
2 @ o o 2 @ o o g o o @
§ 5 6 &8 2 2 8 8 5§ 8 £ & 8 ¢ 2 ¢ & £ o 2
g 88 £ § s 25 § £ & & 2 f£5 ¢ 8 & ¢ @
2 ° 3 5 § & o & 9 g ¢ = 38 g > £
B 1 = @
s £ 3

V. Barra & S. Biasotti Learning Kernels on Extended Reeb Graphs



Experimental settings

Examples on the SHREC'07 dataset

Examples on the SHREC'08 classification dataset
Future developments

Results and discussions

the SHREC'08¢ dataset presents a three level categorization

FURNITURE
SEATS TABLES

SEEERE L

squared tables

chairs

@ %H Wﬁwtaﬁh

round tables
armchairs stools benches

BEDS

sofas benches ' ' E
beds bed bases

€D. Giorgi and S. Marini. Shape retrieval contest 2008: Classification of watertight models. In Shape Modeling
International 2008, pages 219-220. IEEE, June 4-6 2008
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Examples on the SHREC'07 dataset

Examples on the SHREC'08 classification dataset
Future developments

Results and discussions

weights of the convex combination for all classes
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First level categorization
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Examples on the SHREC'08 classification dataset

Results and discussions

weights of the convex combination for all classes
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Second level categorization
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Examples on the SHREC'08 classification dataset

Results and discussions

weights of the convex combination for all classes
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Third level categorization
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Examples on the SHREC'08 classification dataset

Results and discussions

optimal kernel - third level categorization
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Results and discussions

Experimental settings

Examples on the SHREC'07 dataset

Examples on the SHREC'08 classification dataset
Future developments

specificity - third level categorization
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Future developments

Results and dlscussmns

the combination of several functions/properties defined on the
same shape is
o evolutive (other functions can be considered)
o modular (only informative subsets of functions are kept)
o adaptive (the aggregation rule and the learning set can be
changed)
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learning through the MKL strategy
o explictly yields a selection of the most relevant features
@ highlights that only a fraction of the kernels is necessary
o the selection of the kernels is database dependent, varying
according the intra- and extra-class variability
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the combination of several functions/properties defined on the
same shape is
o evolutive (other functions can be considered)
o modular (only informative subsets of functions are kept)
o adaptive (the aggregation rule and the learning set can be
changed)
learning through the MKL strategy
o explictly yields a selection of the most relevant features
@ highlights that only a fraction of the kernels is necessary
o the selection of the kernels is database dependent, varying
according the intra- and extra-class variability
further experiments include
o larger and heterogeneous datasets
o larger set of functions
o kernels generated by other comparison techniques

partially developed in the CNR research activity ICT.P10.009 and the “VISIONAIR" European project (2011-2015)
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Results and discussions

at the end...

contacts:
silvia.biasotti@ge.imati.cnr.it
vincent.barra@isima®©fr
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Performance on the SHREC'07 dataset

Future developments

ADR

MR

LR

NN

Ideal

1

10.5

1

100

08577 (Tung et al)
0.7931
0.7931 (Akgul et a1y

20.49
3031 (Tung et al)
45.90 (Akgul et al)

0.892
074 (Tung et al)
0.6 (Akgul et an)

100
100 (Tung et al)
100 (akgul et af)

Precision

Tung etal

armadillo

AN

=— Aggregation

! = Akgul et al

Chaouch et al
Napoleon et al.
Daras et al.

Recall

V. Barra & S. Biasotti

Precision

vases

Recall

= Aggregation

= Akgul et al
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Daras et al
Tung et al.
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Future developments

Results and dlscussmns

precision P, specificity Sp and sensitivity Se definitions

P(i) = TC"*" , Se(i) = NC"v"
> G > G
Jj=1 j=1
Zci,j_z C,J‘i‘cu
Sp(i) = ij=1 i=1 j=1
Z Cj— Z G,
ij=1 i=1

where Cj; is the number of models predicted as class i with ground
truth j
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